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“ Akaike's information criterion (AIC) and Schwarz's Bayesian information criterion (BIC) “
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In this what is the meaning of “ q “? and this restricted model & unrestricted model , and this equation of F-test is also new to me..!!
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[image: ][image: ]Studentized measure & Cook’s D involving k and n..
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» | Question 10f 12

‘The CIO asks you to analyze one of the firm's portfolos to identity influential outiers that might be skewing regression
results of s returm drivers. For each observation, you calculate leverage, the studentized residual, and Cook's D. There
are 96 observations and two independent variables (k = 2), and the crical tstatistc s 2.63 at 2 1% signifcance level
Partial results of your calculations are shown in Exhibit 1

Exhibit1:  Regress

n Data for Detecting Influential Observations.

hy  Studentized Residual Cook's D

Observation 1 0043 2784 0161
Obsevation2 0022 -0.103 0000
Observation3 0036 -0.731 0010
Observationd 0059 -0.122 0000
Obsenvation 5 001105650 o002
Observation 6 0.101 2906 0347
Obsenvation 45 0042 2.17 0004
Obsenvation 45 0013 0.172 0000
Observation 47 0015 05672 0003
Observation 48 0012 0734 0003
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Obsenvaion 45 0.042 2.117 0.004

Obsenvation 45 0013 0.172 0000
Observation 47 0015 05672 0003
Observation 48 0012 0734 0003
Observation 49 0064 0.475 000
Observation 50 0.141 2788 0504
Obsenvation 51 0011 1670 00t
Observation 52 0023 -1.218 0017
Observation 91 0035 -1.260 0020
Obsenvation52 0025 3.001 0106
Observation 83 0017 1483 o019
Observation 94 0097 -0.172 o001
Obsenvation 95 0017 0.046 0000
Observation 96 0011 1819 o019

Finaly, you are tasked with investigating ihether there s any monthly seasonaliy in the excess portfolio retums. You
construct a regression model using dummy variables for the months; your regression statistics and ANOVA results are
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Finally, you are tasked with investigating whether there is any monthly seasonality in the excess portfolio returns. You
construct a regression model using dummy variables for the months; your regression statistics and ANOVA results are
shown in Exhibit 2

Exhibit2:  Analysis of Monthly Seasonality of Excess Portfolio Retumns.

Regression Statistics
Muttiple R 0321
R-Squared 0.103

Adjusted R-Squared  -0.014

‘Standard Error 8100
Observations 96.000
ANOVA
o ss Ms  F  SgniF

Regression 11 634679 57698 0879 0563
Residual 84 5511369 65612

Total 95 6146048
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Fracice Frobem
Q. Determine and justify the potentialy infuential observations in Exhibit 1R TR e

A Observations 1 and 92, because the values of their studentized residuals exceed 2.63
B. Observations 1,6, 50, and 92, because the absolute values of their studentized residuals excesd 2.63

C. Al the observations shown except observation 95, because the absolute value of fs studentized residual is less
than 0.094.
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Fracice Froblem

Q. Determine and justify the potentialy infuential observations in Exhibit 1R T e L

A Observations 6 and 50, because their Cook's D values exceed 0.144
B. Observations 6 and 50, because their Cook's D values exceed 0.289
C. Observations 1, 6, 50, and 92, because their Cook's D values exceed 0.100
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‘Your supervisor asks for your assessment of the model that provides the best ft as well as the model that is best for
predicting values of the monthly portfol

retum. So, you calculate Akaike's information criterion (AIC) and Schwarz's
Bayesian information crterion (BIC) for al three models, as shown in Exhibit 4

Measures

AnC BIC
Model1 241.03 25129
Model2 22585 23867

Model 3 227.77 24316

Frecies Protiem
Q. Identiy the model that provides the best fit

A.Model 1
B. Model 2
C.Model 3

Solution

ing which model provides the best fit, and a lower BIC is beter
it provides the best it among the three models.
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‘Your supervisor asks for your assessment of the model that provides the best it as well as the model that is best for
predicting values of the monthly portflio retum. So, you calculate Akaike's information criterion (AIC) and Schwarz's
Bayesian information criterion (BIC) for all three models, as shown in Exhibit4

Exhibit4:  Goodness-of-Fit Measures

AnC BIC
Model1 24103 25129
Model2 22585 23867

Model3 22777 24316

Fracice Proem
Q. Identify the model that should be used for prediction purposes.

A Model 1
B.Model 2
. Model 3

Solution

Bis correct AIC s the preferred measure for determining the model that s best used for prediction purposes. As with
BIC, alower AIC s better. Model 2 also has the lowest AIC value among the three models; thus, it should be used for
prediction purposes.
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» | Question5of5

You are a junior analyst at an assst management firm. Your supervisor asks you to analyze the retum drivers for one.
of the firm's portflios. She sks you to consiruct a regression model of the portfolio's monthly excess returns (RET)
against three factors: the market excess retur (MRKT), a value factor (HWL), and the monthly percentage change in @
olatiity index (VIX). You collect the data and run the regression. After completing the first regression (Model 1), you
feview the ANOVA resuls with your supervisor.

‘Then, she asks you to create tio more modss by adding two more explanatory variables: a size factor (SMIB) and a
momentum factor (MOM). Your three models are as follows

Model 1: RET,

= Oy MRKT 0y VL = 0, 1X, =5,
MOGE1 2 RET,= 5, by MRKT, + b HML, = V1K + 55, SMB, + €.
VOGB! 3 RET, = 0, eMRT, = By HML, = 0,5V1X, D3y SWB, 5,0, MOM &,

‘The regression statistics and ANOVA results for the thres models are shown in Exhibit 1, Exhibit 2, and Exhibit 3





image4.png
Exhi

AANOVA Table for Model 1

RET,= b, * By MRKT, + by HML, + by VIX, +
Regression Statistics Goeficient St Emor vt PoValue
Muipe R 0.907 Imercept 0999 0414 2411 0018
RSquaed 0823 MRKT 1877 0124 14683 0000
Adusted RSq. 0817 WML o4 ome 413 0000
Standard Eror 3438 wx 00w oo 212 00w

Observations ~ 96.000

ANOVA
or ss Ms F Sinificance F

Regression 3 5058430 1686143 142628 0.000

Resiual 92 1087618 11822

Total 3 6146.048
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Exhi AANOVA Table for Model 3

RET,= By + by MRKT, * By, HML, + B, VIX, + by SMB, + b MOM, +

Regression Satisics Coefficient Std. Error  ©.Stat.P-Value
MitpeR 0823 Itercept 0823 0385 2136 0.035
RSquared 0852 WRKT 1719 0280 6130 0.000
Adusted RSa 0844 WML 0s2 013 2089 0.004
Standard Enmor 3,177 ux  oms 00w 1s2 012
Observations  96.000 sMB 03 019 387 0000

MoM 0067 0242 0276 0783

Avova

or s ms F Sonficance F

Regression 5 5237402 1047480 103751 0.000

Residual 90 908547 10096

Total o 6146048

‘Your supenvisor asks for your assessment of the model that provides the best fit as well as the model that s best for
predicting values of the monthly portflio retum. So, you calculate Akaike's information criterion (AIC) and Schwarz's
Bayesian information criterion (BIC) for all three models, as shown in Exhibit 4
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Practice Problem
Q. Calculate the joint F-statistic and determine whether SMB and MOM together contibute to explaining RET in
Model 3 at a 19% significance level (use 3 critcal value of 4.849).

A.2216, 50 SMB and MOM together do not conribute to explaining RET
B.8.:863, 50 SMB and MOM together do contribute to explaining RET
C..9.454, 50 SMB and MOM together do contribute to explaining RET

Solution

Bis correct.To determine whether SMB and MOM togsther contribute to the explanation of RET, at least one of the
coefficients must be non-2er0. S0, Hy: Dsyus = byyoys = 0 nd Hy: byp # 0 aNAIOT by 0.

We use the Fstatistic, where

(SSE of restricted model — SSE of unrestricted model)/g

oF unresticted model/ (1 — k— 1)
with g'= 2 and n — k- 1= 90 degrees of freedom. The test is one-tailed, right side, with a = 1%, 50 the critical F-value
is 4.849.

Model 1 does not include SMB and MOM, 0 t s the restricted model. Model 3 includes allof the variables of Model 1
as well as SMB and MOM, so it is the unrestricted model,

Using data in Exhibit 1 and Exhibit 3, the joint F-statistc is calculated as

(1087618 - 9086472 _ 89485
0864715 100%

Since 8863 > 4.849, we reject H,. Thus, SMB and MOM together do contribute to the explanation of RET in Model 3 a
a 1% significance level

8563





